over the years and will continue to do so. A
constant thread through the history of the
field is the dynamic interaction between sci-
ence and practice—in most cases for the bet-
terment of organizations and their employees.
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nizational settings; in some cases
research is designed to test theories. In order
‘to conduct research, one must make use of
search designs, as well as a variety of sta-
‘tistical analyses. As will be shown in this
chapter, research methods may range from
simple observation of behavior to more elab-
‘orate designs. Likewise, statistical methods
may range from very simple descriptive
‘measures, to very elaborate model testing,
Research methodology and statistical
-analysis are also crucial to the practice of
organizational psychology. For example,
organizational psychologists often use sys-
ematic research methods to provide organi-
zational decision makers with information
regarding employees’ attitudes. In other
cases, research methodology and statistical
analysis may be used to evaluate some inter-
vention designed to enhance organizational
effectiveness. An organization may want to
know, for example, whether a team develop-
ment intervention will enhance the function-
ing of work groups. This question, and
others like it, can also be answered with the
- aid of typical research methods and statistical
analyses used in organizational psychology.
In addition to f{acilitating the science
and practice of organizational psychology,
research methodology and statistical analysis
have both emerged as legitimate fields of
study within organizational psychology.
Some organizational psychologists study
topics such as job satisfaction, motivation,
and organizational change; others have

devoted their attention to methodolegical
and statistica} issues. For example, there
are organizational psychologists who inves-
tigate the validity of self-report measures
(e.g., Spector, 1994), as well as the analysis
of data from multiple organizational levels
(Bliese & Jex, 2002). Both topics will be
discussed later in the chapter.

This chapter is designed to provide an
introduction to the methods organizational
psychologists use to collect data, as well as
the statistical techniques used to analyze
that data. From the student’s perspective,
research methodology and statistics are often
viewed with some degree of apprehension.
Even at the graduate level, courses in
research methodology and statistics are often
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the most feared. Despite these negative per-
ceptions, research methodology and statis-
tics courses are probably the most valuable
part of graduate training. Students who are
well grounded in research methodology and
statistics are in the best position to read and
critically evaluate the research literature.
They also possess a set of skills that are quite
valuable, regardless of the setting in which
they choose to work.

METHODS OF DATA
COLLECTION

There are literally thousands of research
questions that have been, and continue to
be, explored by organizational psychologists.
Are employees who perceive a high level
of autonomy in their work likely o be
highly satisfied with their jobs? Does a
high level of conflict between work and
family respounsibilities lead to poor health?
Does job performance remain consistent
over time? Regardless of the research ques-
tion heing asked, there is a need for
relevant data to be collected if the question
is ever to be answered. In this section, four
data-collection methods will be discussed.
These include observational methods, sur-
vey research, experimentation, and quasi-
experimentation.

Dhservational Methods

Observational methods actually encompass a
variety of strategies that may be used to study
behavior in organizations (Bouchard, 1976).
Simple observation, the most basic of these
strategies, involves observing and systemati-
cally recording behavior. If one wishes, for
example, to investigate decision-making
processes used by corporate boards of direc-
tors, one might observe these individuals
during quarterly meetings and record rele-

[¢ observation can often be quite useful,
:ularly in the very early stages of a
search program. Also, from a practical per-
ive, managers may find the information
ated from observational studies easier
derstand, and therefore more useful,
aumerical data.

orm of simple chservation that may
useful in some cases is participant obser-
1 Participant observation is essentially
ame as simple observation, except that
server is also a participant in the event
she is studying. In the previous exam-
ofaresearcher studying corporate boards
irectors, this could be participant obser-
on if the researcher were also a member
the. board. Participant observation can
_"ghly useful, particularly when being
ficipant in an event provides the re-
her with information that may not be
giried otherwise. This point is ilfustrated
by Van Maanen’s (1975} investigation of
¢ recruits as they made the transition
m the training academy to regular police
- In conducting this study, Van Maanen
ipated in the police academy training
recruit, and thus became a participant
the event he was studying. By doing
‘he undoubtedly was able to gather
sformation that would have been unavail-
e through the use of other methods (see
_'mem 2.1,

Despite the potential advantages of par-
pant observation, this method also carries
ne Tisks, The biggest of these is that by
king on the role of participant, a researcher
iy change the phenomenon under investi-
on. This is somewhat ironic, considering
14t the general advantage of observational
ethods is that they reduce the 1isk of reac-
ty. Being a participant may also lead the
carcher to lose his or her objectivity. As
reviously stated, all observations are subject
' distortion, but assuming the role of a

vant observations. These observations may.
reveal that the chairperson has more input
into decisions than cther board members, or
perhaps that younger board members have ..
less input into decisions than their moreﬁ gen
experienced counterparts, :

The primary advantage of simple chser=
vation Is that it allows behavior to be cap-
tured in its natural context. This allows the:
researcher to avoid the problem of reactivity,
or changing the phenomenon of interest
in the process of measuring it. This is only_f:
a potential advantage, however, because
the presence of an observer could cause
research participants to act differently than:
they normally would. One way to address
this issue is to establish rapport with
research participants to the point where they:
are comfortable enough with the researcher:
to act naturally. Another option would be:
to observe the behavior of interest without:
being detected. For example, if one were:
interested in the emotions displayed by serv-
ice employees toward customers, one might
sit in a coffee shop and observe as customers’
orders are taken. This technique is also used:
by many retail stores; they send mystery’
shoppers to stores in order to measure the
quality of customer service. Observing
behavior in this way raises ethical concern
however, because when it is used, research’
participants typically are not able to make’
an informed choice as to whether they wish’
to participate in the research.

Despite potential advantages, a primary
disadvantage of simple observation is that
is a very labor-intensive activity. Observing.
and recording behavior takes a great deal of
time and effort. Also, once observations are’
recorded, making sense out this information
can be very time consurming as well. Another -
potential disadvantage is that observations:
are often subjective and may be impacted
by the observer's biases. Nevertheless,
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participant may compound this problem. In
Van Maanen’s (1975) study, this problem
was dealt with by supplementing his obser-
vations with survey data from other police
recruits.

Archival Data

A second method for siudying behavior in
organizations is through the use of archival
data sources. Archival data represent any
form of data or other records that are com-
piled for purposes that are independent of
the research being conducted (Webb, Camp-
bell, Schwartz, Sechrest, & Grove, 1981).
Compared to other observational methods,
the use of archival data is more prevatent in
organizational psychology, largely because
of the sheer abundance of archival data
sources. Within organizations, records are
typically kept on many employee behaviors
such as job performance, absenteeism, turn-
over, and safety, to name a few. In addition,
the governments of many countries maintain
databases that may be relevant to the study of
behavior in organizations. In the United
States, for example, the Department of Labor
produces the Dictionary of Occupational
Titles (DOT), which contains information
on the working conditions of a vast number
of occupations. This database has been
used in several investigations of behavior in
organizations (e.g., Schaubroeck, Ganster, &
Kemmerer, 1994: Spector & Jex, 1991).
Recently, the DOT has been supplemented
by a more extensive database in the form of
the Occupational Information Network
(O*NET). This represents an improvement
over the DXOT because the occupations that
comprise the O*NET are more up to date,
and the dimensions on which these occupa-
tions are described are more extensive. To
date, only a few studies have used O*NET as
an archival data source in the same manner
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THE PROS AND CONS OF QUALITATIVE RESEARCH METHODS

WITHIN THE cENERaL field of psychology, and
organizational psychology in particular, qual-
itative data collection methods such as obser-
vation are not widely used. In other fields such
as sociology and anthropology, qualitative
methods are used quite frequently, In psy-
chology, we make much greater use of Surveys
and, to a lesser extent, experimentation and
quasi-experimentation (Sackett & Larsen,
1990). In talks with colleagues over the years,
the typical disadvantages associated with
qualitative methods have been that they are
too labor-intensive and too many biases are
associated with the observational process.
Unforaunately, because of these disadvan.
tages, many in the field psychology fail to see
many ol the positive features of qualitative
data-collection methods. Chief among these
is that observation typically provides a much
richer description of whatever one is trying to
study than questionnaire data do. For example,
observing a group working together for a week
is probably more meaningful than knowing
that group members rate the group’s cohesive-
ness as 4.3 on a scale of 1 o 6. Another

advantage of most qualitative data-collecti
methods is that (b k! d ; ction Handbook of industrial and organizationdi psychology (2nd
at ey do not require research o4 yol 1, pp 419490, Palo Alte. Cpr cor ltin:
. .1, . . . , CA: uiting

themselves or the work environment. For
example, we may be able to determine, through
observations, that an employee has a great dea
ofautonomy built into his or herjob. I we were
toask the employee several questions about job
autonomy via a questionnaire, the employee’s
responses might be biased because of a tem-
porary mood state or overall job satisfaction,

In reality, researchers do not have to make
either/or decisions in choosing between qual-
itative and quantitative research methads. For
example, in conducting employee opinion sur-
veys, I typically use closed-ended question-
naire items, but Lalso include space at the end
of the survey for employees to write comments
that are then analyzed for content. This allows
for quantitative analysis of the closed-ended
survey items, but employees can express their
opinions in their own words. Written com-
ments may also reveal very useful suggestions
L0 organizational decision makers.

Saurce: P. R. Sackett and J, R Larsen, Jr. {1990). Research
strategies and tactics in mdustrial and organizational
psychology. In M. D. Dunnette & L. M. Hough (Eds.),

participants to provide assessments of either Psychologists Press

as the DOT (e.g., Liu, Spector, & Jex, 2004),
but it is likely that more will follow.

In addition to these common archival
data sources, organizational psychologists
have also made use of other less common,
sources to study organizational processes,
Sports statistics, in particular, are widely
available and can be used to examine (albeit
indirectly) organizational processes. Organi-
zational psychologists, for example, have
used the performance of professional base-

ball players to study equity theory (Lord &
Hohenfeld, 1979), and professional hockey
players to study leadership processes (Day,
Sin, & Chen, 2004),

advantages to researchers. First, many
archival databases are readily available to
the public and can be accessed quite
easily—in many cases, via the Internet. Sec-
ond, archival data are nonreactive. Archival
data typically are mot collected for the

The use of archival data offers several

er's purpose, so there is no chance
ticipants witl distort responses in a
at-would impact the validity of the
. Finally, when archival data are
«ed to measure employee behaviors, such
rdls are usually less subject to distortion
e‘lf"-reports of the same behavior,

spite these advantages, the use of
tdata may present several problems.
that archival databases contain only
‘measures of the phenomenon of
est to the researcher. Use of databases
45 the DOT or O*NET to measure char-
tics of employees’ jobs illustrates this
ettt quite well. Infermation contained
th of these databases is collected at the
pation level, so using it may mask
rtant differences between individuals
0 may have the same occupation but per-
ubstantially different work, or who
rin under very different conditions.
-xample, a nurse employed in a rural
.clinic may have very different job
than one employed in a large urban
ospital, even though they are part of the
attie occupatdorn.

his issue becomes even more problem-
vhen researchers use sports statistics to
dy organizational processes. Lord and
enfeld (1979), for example, examined
‘performance of baseball free agents in
hatis termed the arbitration year, or the year
tior to going on the free-agent market. Based
n the players’ performance in this year, and
rst year of their new contract, these
archers made inferences about how these
yers resolved their feelings of under-
dyment. What these researchers didn’t do,
owever, was ask these players directly about
hether they felt underpaid or how they
anned to resoive feelings of underpayment.
- Another potential problem with archival
ata is accuracy. Organizations differ widely
1ixthe precision of their record-keeping prac-
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tices, Furthermore, there may be instances
when an crganization has some incentive to
distort records. For example, organizations
may undetreport accidents or other negative
incidents in order to avoid negative publicity
or increases in insurance costs. Accuracy is
probably less of an issue when archival data
are obtained from government agencies and
well-known academic research institutes.
Nevertheless, when using any form of
archival data it is always a good idea to ask
for some evidence supporting the accuracy
of the information.

Survey Research

By far the most widely used form of data
collection in organizational psychology is
survey research (Scandura & Williams,
2000}, Survey research simply involves ask-
ing research participants to report about
their attitudes and/or behaviors, either in
writing or verbally. This form of research is
extremely common in our society and is used
to gather information for a wide variety of
purposes. Most readers have probably pat-
ticipated in some form of survey research.
Before describing the general steps
involved in conducting a survey research
project, it is useful to consider the purposes
of survey research. In some cases, survey
research is designed to provide purely
descriptive information. For example, the
top management team in an organization
may wish to know the current level of
employee job satisfaction, a government
agency may want Lo assess the income level
ot working adults, or a research institute may
want to know the level of drug use among
teenagers. Studies designed for this purpose
are often referred to as prevalence studies.
Survey research is also conducted to test
hypotheses regarding the relationships
between variables. For example, a researcher
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may want to assess whether employees who  more applied research is often based on ¢
perceive a great deal of autonomy in their  concerns of upper-management personnmn
jobs also report a high level of job satisfac-  or, in some cases, input from employe
tion. The researcher in this case is not really  from all levels of the organization. Determi
concerned with the actual levels of autonomy ing what to measure in surveys is ofte
or job satisfaction, but rather is interested in ~ achieved through the use of focus grou
whether these two variables are related. consisting of either top managers or group
As shown in Figure 2.1, the first step in =~ of other employees. A focus group is a qua
conducting a survey research project is to  itative data-gathering technique that is ofte
identify the variables that one will be meas-  used to generate ideas during the prelim
uring, For theoretically based research pro- nary stages of a research project. For exani
jects, the variables will be directly linked to ple, to determine what to measure on
the research question one is examining. A survey, a researcher might conduct a focu
researcher studying the relationship between group with the top management of an arga:
nterpersonal conflict on the job and  nization. The researcher might begin th
employees’ satisfaction with their jobs would  focus group session by posing a question
obviously measure both of these variables,  “What are the biggest concerns of employee
The choice of variables to be measured in  in this organization?” This would be fol
lowed by an open-ended discussion, durin
which the researcher would take note o

measures, the next step is to  cases, it may be necessary to narrow the pool
he. questionnaire or survey instru-  of responding employees. For example, if a
is step is extremely important  researcher were studying customer service
the quality of the questionnaire will ~ behavior among employees, he or she would
mpact the integrity of the data gen-  have to restrict the pool of respondents to
esigning a high-quality survey  those employees who have at least some
ntis a time-consuming, painstaking  contact with customers.
‘Fortunately, there are excellent In some cases the number of potential
of information one can refer to for  respondents may be so large that it is imprac-
¢ in the questionnaire design proc-  tical for the researcher to include everyone
Dillman, 2000). One general rule  (e.g., a multi-national corporation with
tide the development of any ques- 50,000 employees). U this is the case, some
aire: It should be easy for the vespondent to form of probability sampling tay be utilized.
st That is, instructions should be easy  The idea behind prebability sampling is that
erétand, response categories should be  the researcher selects a sample from a larger
defined, and the items should be clearly  group (or population) in order to generalize
en: It is probably for this reason that  the results to that larger group, within some
nd more researchers have been mak-  margin of error (Fowler, 1984). The most
f Internet-based collection of survey ~ basic form of probability sampling is simple
espondents need only click the appro-  random sampling. This involves selecting

~EIGURE 2.1 . ) major issues that come up. response categories when completing  members of a population such that all have
g’;z?scltnvolved in Conducting a Survey Research Once the researcher has decided whic ternet-based survey, and simply clicka  an equal and nonzero probability of being

utton when they're done. A potential  included in the sample. As an example, a
vantage of Internet-based data collec-  researcher could randomly select 200
f course, is that the researcher has  employees from a current employee directory
ontrol over who actually completes  to participate in an organizational survey.
vey instrument. It is also possible that Another form of probability sampling
s generated via the Internet may sys-  sometimes used is stratified random sampling.
ally differ (e.g., they may be more  This essentially represents the application of
dueated) from samples generated through  simple random sampling within identifiable
ther'methods. groups or strata. Stratified random sampling
Another important step in the question-  is often used to increase the precision of
ajre design process is to conduct some form  estimates (Fowler, 1984); the logic is that if
pilot testing, even if this involves simply  estimates are made within strata and pooled,
g a colleague to vead through the ques-  these will be more precise than applying
nnaire. Careful pilot testing may reveal  simple random sampling within an entire
lear instructions, poorly worded items,  population. Stratified random sampling can
even misspellings. also be used to increase the representative-
After the questionnaire is designed and  mness of samples. If, for example, an organi-
ot tested, the next step is to determine  zation consists of five different employee
pecifically who the respondents will be.  groups that are represented in equal propor-
When research is conducted within organi-  tions, proportional stratified random sam-
ations, this may simply involve asking all  pling can be used to increase the chances
mployees to complete the survey. In other  that the sample will reflect this.

variables to measure, the next step is to con
duct an extensive search of relevant literatur
on these variables. This is done to determin
whether acceptable measures of the vartable
exist. For many variables of interest to orga
nizational psychologists, several acceptabl
measures are available. Using previously
developed measures saves a researcher con
siderable time because there is no need to
develop new measures. While this can usu-
ally be done in theoretically based research
projects, using established measures in
applied projects such as employee opinion -
surveys is often more difficult ro do. This is
because many of the variables measured in
employee opinion surveys may be unique to
a particular organization. In the present
authors’ experience, organizations often
want survey items customized in order to
enhance the relevance of the information.
Once a researcher has decided on the
variables to be measured and identified
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A third form of probability sampling that
may be useful in some cases is cluster sam-
pling. What distinguishes this from the other
two forms of sampling previously described
is that the unit of sampling is no longer the
individual but, instead, some larger unit or
cluster. An illustration of how cluster sam-
pling can be used comes from a research
project one of the authors conducted several
years ago for the U.S. Army Recruiting Com-
mand (USAREC). This organization is very
geographically dispersed and consists of
multiple levels (brigades, battalions, compa-
nies, and stations). In the initial stages of the
project, it was decided that approximately
50 face-to-face interviews needed to be con-
ducted with personnel at brigade, battalion,
and company levels. Rather than randomly
selecting individuals from these three levels, it
was decided to first randomly select two
battalions within each brigade. Two indi-
viduals were interviewed in each battalion,
as well as in the company located closest to
each battalion.

A major advantage of cluster sampling
is that it allows a researcher to cut down
on travel time and expense. In the previ-
ously described project, imagine if simple
random sampling had been used instead
of cluster sampling. The 50 individuals
selected to be interviewed may have been
so geographically spread out that a sepa-
rate trip would have been required to con-
duct each interview. Of course, the risk
one runs in using cluster sampling is that
the sample may not be as representative as
it would be if simple random sampling
were Used. In most cases, though, re-
searchers will accept the risk of decreased
representativeness in order to cut down on
costs (see Comment 2.2).

Once the researcher determines who the
participants will be, the next step is to
actually collect data. In collecting survey

data, several options are available, and each
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option has advantages and disadvantages:
With written organizational surveys, the:
ideal way to collect data is to have groups
of employees complete the questionnaire in
a centralized location and return the com
pleted questionnaire to the researcher upo:
completion. This is ideal because it provides.
the best chance for a favorable response rat
A very low response rate is undesirable
because it raises concerns about whether
the survey results truly represent the targ
group. For example, in an organizatio
where one of the authors once worked, a
employee opinion survey was conducted.
and the response rate was approximately
10%! This low response rate was revealing
in and of itself, but it also raised questions
about the validity of the information.

COST OF SURVEY RESEARCH

vEY RESEARCH 15 by [ar the most commonly
d data-collection method in organizational
chology. While survey research has many
antages, it is also true that surveys can be
costly. BEven if a researcher conducts a
'Iaﬁifely simple, paper-and-pencil, seli-
inistered survey of 200 employees in an
anjzation, there are monetary costs associ-
with photocopying, incentives for
spondents, and in many cases postage lor
it envelopes. This type of research project
ralso require that a researcher spend time
ersomally  contacting  respondents  and
inding them to complete the survey.
tetnet-based surveys reduce phetocopying
ts, but the time required to properly design

a web-based data-collection tool is often con-
siderable.

As the size and scope of a survey research
project grows, researchers ofien must hire
survey research firms te handle the data col-
lection. This increases efficiency for the re-
searchers, but unfortunately is very costly.
For example, it is not unusual for survey
research firms to charge several thousand dol-
lars to coltect survey data even when sample
sizes are relatively modest. Typically when
researchers wish to sample very large numbers
of respondents, they must seek financial sup-
port from government agencles or private
foundations in order to cover the costs of these
prejects.

in some cases, centralized data colle
tion is not possible because of employee
schedules or concerns about confidentialit
Other options that are used in some cases ar
mailing questionnaires to employees” home
administering a questionnaire verbally b
telephone, or e-mailing questionnaires via:
the Internet or Intranet (i.e., internal sys
tem). Although these methods are somewh
less desirable than centralized on-site data
collection, there are actually many ways that:
researchers can use them and achieve very.
favorable response rates {e.g., Dillman et al.;
2000).

The final step in conducting a survey’
research project is the analysis and presenta-
tion of the data. The analysis of survey data is:
dictated by the purpose of the survey. If the:
purpose is description (which is usually the:
case when organizations initiate survey:
research projects), analyses are relatively.
simple and straightforward. Descriptive sta-
tistics (e.g., means, ranges, percentages) will’
usually suffice in such situations. In cases
where survey data are used for theoretically

d hypothesis testing, analyses are con-
ducted to test hypothesized relations
reen variables, More detailed informa-
on statistical analyses used in hypothesis
ng will be discussed later in the chapter.
rever, it is worth noting here that survey
are typically best for assessing covaria-
among variables; that is, a change in one
varidble is associated with a change in
her. Assessing whether one variable
ayses a change in another variable is difficult
.with survey data because such data are
ally collected at one point in time.

One way to make survey data more ame-
ble to the assessment of causality is to use a
gitudinal design. An example of this might
':-"rneasuring employees’ job perceptions at
e point in time, and then measuring job
itudes 6 months later. Compared to cross-
ectional designs, longitudinal research is
tter because it at least gives the researcher
ternporal basis on which to make causal

statements. In the previous example, since
job perceptions were measured prior to job
attitudes it is certainly plausible that job
perceptions might have a causal impact on
job attitudes. As another example, Britt,
Castro, and Adler (2005) examined whether
being personally engaged in one’s job could
buffer soldiers from the adverse effects of
working long hours and being away a large
number of days for training. These authors
found support for this hypothesis by show-
ing that work hours and days training
assessed at one point in time predicted
health symptoms 3 months later only for
soldiers who reported low levels of job
engagement. However, an obvious downside
to longitudinal research is that it is often
impractical because researchers have to
keep track of respondents. In recent years,
many tesearchers have begun using very
short-term intensive longitudinal designs in
which participants provide a large number of
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observations over a short time peried {(e.g.,
Fuller et al., 2003).

Experimentation

Another common form of data collection in
organizational psychology is experimentation.
An experiment is a highly controlled situa-
tion that provides a researcher the best
opportunity to assess cause-and-effect rela-
tionships. This is important because the hall-
mark of any science is to detect and explain
causal relationships.

Because the term experiment is very
commonly used, students are often unclear
about what constitutes a true experiment.
According to Cook and Campbell (1979),
three characteristics distinguish a true exper-
iment from other methods. These are (1)
manipulation of an independent variable
‘and measurement of a dependent variable;
{2} random assignment to experimental treat-
ment conditions; and (3) maximum control
~ by the experimenter. Let’s examine each of
these charactetistics.

The term independent variable is used to
designate the variable that is proposed to
have some effect on other variables, and
hence is typically of primary interest to the
researcher. When the independent variable
is manipulated, this means that research par-
ticipants experience different levels of this
variable. If a researcher were interested in
the impact of feedback on performance, for
example, the independent variable would be
feedback. This variable could be manipu-
lated by providing one group of research
participants with feedback after performing
a task, while providing no feedback to a
second group.

The measurement of the dependent varia-
ble simply involves some systematic record of
the research participants’ behaviors or atti-
tudes that may be impacted by the independ-

| This is a much greater challenge
experiments are conducted in field set-
o though not impossible. Eden (1985),
' ample conducted a field experiment in
saeli Defenses Forces to evaluate the
\f a team development intervention.

ent variable. Choice of dependent measures i
often based on prior research, or acceptes
practice. In organizational psychology, for
example, it is common practice to measure
attitudinal-dependent variables with surveys.
It is always important, however, to keep in
mind that the dependent measure being used
is really just an operational definition of a
concept. For example, job satisfaction repre-
sents whether a person has a positive or neg-
ative feeling about his or her job or a job
situation. If a five-item scale is used to assess
job satisfaction, this measure is really bemg
used to represent this conceptual definitio

The second defining characteristic of ex-
petrimentation, random assignment, means
that research participants are assigned to
groups receiving ditferent levels of the
independent variable (also called treatment
conditions) in a random or nonsystematic
fashion. Randomly assigning research partic:
ipants can be done quite easily—for example,
by flipping a coin. The logic behind random
assignment is very simple—if research par-
ticipants are assigned in a truly random fash:
ion, it is likely that the different treatment
groups will be similar in all ways except for
the independent variable. This allows the
researcher to isolate the independent variable
as the cause of any differences between treat-
ment conditions on the dependent variable.:

The third defining characteristic of an
experiment, maximum control, means that
manipulation of the independent variable
and the measurement of the dependent var-
iable are done under controlled conditions.
The researcher tries to make sure that all var-
iables other than the independent variable
are held constant. Like random assignment,
this is done to isolate the independent vari-
able as the cause of any differences among
the treatment groups. When experiments are
conducted in laboratory settings, researchers
can usually achieve a desitable level of
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ng to Cook, Campbell, and Perrachio
(), a quasi-experiment is similar to a true
ent except that it lacks one or more
senttal features previously described.
anizational settings, the independent
able of interest often cannot be manipu-
ated because it is under the control of the
ganization, or may even be a naturally
occurring event. Examples of independent
les that are usually under organiza-
al control would include training pro-
or the redesign of jobs. Naturally
ng events that could be used as
independent variables may include computer
owns, changes in government regula-
or mergers. In all of these cases, the
cher has no control over which research
ipants receive which treatments.
uasi-experimental designs are also used
ganizational settings because research
icipants usually cannot be randomly
sied to treatment conditions. Assign-
t to training programs provides a good
mple of nonrandom assignment. Employ-
ically participate in training programs,
't voluntarily or on the basis of an iden-
_ed training need {Goldstein, 1993). Thus,
ost cases, if a researcher were (o compare
\ing-program participants to nonpartici-
pants, these two groups could possibly differ
fmportant ways.
Given the constraints that accompany
lasi-experimentation, how do researchers
t about proving that an independent vari-
le has a causal impact on a dependent

Metheds of Data Collection

measure? One way is to measure and statisti-
cally control variables that may obscure the
relationship between the independent and
dependent variables. For example, if the
average age of a group of employees receiv-
ing one level of the independent variable is
higher than the age of groups receiving other
levels, age can be measured and statistically
controlled when comparing the groups. This
would be using age as a covariate.

Other than statistical control, quasi-
experimentation typically requires that re-
searchers systemnatically identify and rule
out alternatives to the independent variable
when differences between treatment groups
are found. According to Cook and Campbell
(1979), there are a variety of explanations,
other than the independent variable, that
may lead to a difference between a treat-
ment group(s) and a control group in
quasi-experimental designs. For example,
participants in different groups may be
exposed to different historical events, partic-
ipants may change at different rates, or par-
ticipants may have differing views about
participating in the research.

A researcher conducting a quasi-
experiment can never know for sure whether
any number of alternative explanations are
impacting his or her findings. However, it is
often possible to assess the plausibility of
different aiternative explanations. For exam-
ple, let’s say a researcher conducted a quasi-
experiment in which the job of bank teller
was redesigned ar one branch of a bank,
but remained the same at another. After 3
months it is found that customer satisfaction
is much higher at the branch where the job
redesign took place compared to the branch
where the job was not changed. The job
redesign may have caused the increase in
customer satisfaction, but since this was not
a true experiment, there may be explanations
other than the job redesign. To rule out these
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alternative explanations, the researcher could
begin by comparing these two branches to
see whether any preexisting differences
between employees in the two branches
could have caused the difference in customer
satisfaction. If the employees at these two
branches were similar in terms of tenure
and overall job performance, these could be
ruled out as alternative explanations for the
findings, The researcher could also gather
information on the nature of the customers
who frequent each of the two branches. If
customers at the two branches tend to be
demographically similar, and have similar
income levels, this could also be ruled out
as an alternative explanation of the difference
in customer satisfactionn. The researcher, in
effect, plays detective in order to identify and
rule out alternative explanations for his or
her findings. Note that it is never possible to
identify every possible alternative explana-
tion, so researchers typically attempt to rule
out only the most plausible,

Cheosing Among Data-Coliection
Methods

Given the information presented about each
method of data collection, readers may won-
der how to choose which method to use.
Unfortunately, there is no concrete formula
for making this choice. Perhaps the best
approach is to weigh the advantages and
disadvantages of each method. As is illus-
trated in Figure 2.2, the primary advantage
of observational methods is that they provide
the researcher with an opportunity to study
behavior in its natural context. Unfortu-
nately, observational techniques tend to be
highly labor intensive.

Archival data may allow researchers to
avold potential problems associated with
self-report measures. An additional advant-
age of archival data is that they are often

_FIGURE 2.2
Summary of the Peimary Advantages and
Disadvantages Associated with Each of the Four
Data Cotlection Methods

‘methodology allows the research-
tain data from a large number of
rits at a relatively low cost. However,
wically difficult to draw causal infer-
from survey data, especially when the

may be questionable. Finally, quasi-
ntation, i many cases, offers the
Cocearchier. a way to assess causal relation-
iwsin naturalistic settings, However, quasi-
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because researchers typically have little con-
trol in most feld settings.

Given the advantages and disadvantages
summarized in Figure 2.2, the choice of a
data-collection method depends largely on a
researcher’s objectives. If establishing causal-
ityis of primary importance, then experimen-
tation is likely to be the method of choice.
On the other hand, if capturing behavior in
its natural context is the primary concer,
then observation or quasi-experimentation
may be preferred. Ideally, the best course
of action is to use multiple methods of data
collection (see Commient 2.3).

SORTUNATELY, A SIGNIFICANT portion of research
rganizational psychology suffers from

‘means that, in many studies, all of the
riables are measured using only one form
data collection. Often, this one form of data
ction is a self-report questicnnaire,
hough it does not have to be. For example,
tidy would suffer just as much from. this
rin of bias if all variables were measured
Tig simple observation.

Whyisita problem to measure all variables
a study with only one form of data collec-
ion? One obvious reason is that the relation-
ips among variables may be inflated because
ey share a common method (e.g., common-
ethod bias). Another way to view this issue is
think about the positive impact of using
ultiple forms of data collection in a single
tudy. Let’s say a researcher is interested in
whether job autonomy is positively related to
job satisfaction. Further assume that, in this

widely available. The primary disadvantag
of archival data is that the researcher usuall
has little control over how such data were:
collected. That is, one must take on faith that'
such data have been properly collected and
are accurate.

study, job autonomy is measured through a
self-report measure completed by employees,
and through archival information collected
during a job analysis. Job satisfaction could
bemeasured through a setf-report measure and
thorough observaticn of employees through
their workday.

After these data are collecied, we would
likely find that the self-report autonomy meas-
ure would be positively related to the seli-
report job—satisfac{ion measure. However,
what if the archival measure of job autonomy
is also related to the self-report job-satisfaction
measure? What if the self-report job autonomy
is positively related to the observational meas-
ure of job satisfaction? If beth of these results
occur, this would most certainly strengthen the
conclusion that job autonomy really does pos-
itively refate to job satisfaction. Thus, the real
benefit of using multiple data-collection meth-
ods is that it allows us to show relationships
between variables in multiple ways.
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SPECIAL ISSUES IN DATA
COLLECTION

Now that the most common methods of data
collection have been described, we will
explore, in this section, some important con-
temporary issues related to these methods.
Contemporary issues include validity of self-
report measures, generalizing laboratory
findings to field settings, gaining access to
organizations for data collection, and con-
ducting research in different cuitures.

Validity of Self-Reports

Self-report measures are used very frequently
in organizational psychology. For example,
employees are asked to report how much
they like their jobs, how much variety they
perceive in their work, how committed they
are to their employing organization, and how
anxious they feel about their jobs—just to
cite a few examples. Because self-reports are
used so frequently, we often don’t give much
thought to the assumptions we are making
when we use such measures, or whether or
not they are valid. Both issues are examined
in this section.

Self-report measurement is really based
on two implicit assumptions. First, we
assume that respondents know the informa-
tion we are asking for in self-report meas-
ures. Many of the questions asked in
organizational surveys are subjective (i.e.,
there is no right or wrong answer), so it is
pretty reasonable to assume that respondents
know this information. Most people know
whether they like their job, for example, In
other cases, lack of knowledge may compro-
mise the validity of self-report measures. For
example, one of the authors once worked in
a university system that conducts an annual
survey of the job-related activities of faculty.
Faculty were asked on this survey to indicate

the number of hours in a typical week the
devote to course preparation, teaching
research, and university service. While som
university faculty may keep detailed logs. o
what they do each day, most probably h
only a very vague idea of the number:
hours spent on each of the activities on th
survey.

A second assumption underlying se}
report measurement is that respondents
be truthful in their responses. Compared
researchers interested in some forms
behavior (e.g., drug use, criminal activity
organizational psychologists are relative
fortunate in this regard. Because most
the items on organizational surveys are n
highly sensitive or invasive, employees prob
ably tespond truthfully to such items, prc
vided they believe their responses will b
held in confidence. In reality, howeve
employees’ comfort levels with surveys var
greatly. For example, when organization
researchers use self-reports to measu
things such as absenteeism, turnover inten
tions, or various forms of counterproductiv
behavior (e.g., theft, sabotage), employes
may not answer truthfully. In such cases
all a researcher can really do is take gre:
care to reassure employees and conduct th
survey in such a way that supports the prom
ise of confidentiality. This might includ
providing employees with stamped env
lopes to mail completed surveys to th
researcher offsite, or perhaps making su
there is no identifying information containe
on the survey instrument itself.

The situation that has generated the mo
controversy surrounding the use of sel
reports is when such measures are used
rate job and organizational conditions.
researcher, for example, may ask respon
ents about the level of time pressure in the
jobs, According to Spector (1994), sel
reports often do not correlate well with mo

ve measures of the work environment,
ratings by job analysts or by others
with the same job (Liu, Spector, &
004; Spector, Dwyer, & Jex, 1988;
& Jex, 1991). Use of self-report
tes is also controversial when such
ves are correlated with other self-
ariables. When this is the case, the
elations between such variables may
ibly be inflated due to common method
ce—a term that is used quite fre-
tly but is rarely explicitly defined. Com-
_miethod variance represents shared
of measurement bias hetween two
les that can be directly tied to the
d: of measurement being used (Spec-
)87b). As an example, let’s say that a
cher is measuring two variables via
port. Further assume that both of these
asures, for some reason, are impacted by
desirability responding {(Crowne &
we, 1964)—that is, responses to items
n both measures differ in their levels of
_desirability. This shared source of
rement bias may lead these two varia-
6 be correlated, even if there is little
10: underlying conceptual relationship
een the two variables. In cases in which
measures are conceptually related, the
ce of common method variance may
te: the magnitude of the relationship
tween the two variables.
hould researchers be concerned about
on method variance? The consensus in
erature seerns to be “Yes” (e.g., Podsak-
MacKenzie, Lee, & Podsakoff, 2003).
ever, empirical efforts to actually dem-
tate the effects of common method bias
relationships between variables have pro-
d only mixed results. Spector (1987b),
example, empirically investigated the
evalence of common method variance in
measurement of job characteristics and
satisfaction. Based on an analysis of sev-
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eral data sets, he concluded that there was no
strong evidence that correlations were
inflated due to common method variance.

Spector’s (1987) investigation prompted
several attempts to replicate his findings;
most of these attempts utilized more com-
plex statistical techniques (e.g., Bagozzi & Yi,
1990; Willlams & Anderson, 1994, Wil-
liams, Cote, & Buckley, 1989). A complete
discussion of the findings of these studies is
beyond the scope of this chapter, but the
general conclusion of these studies was that
the impact of common method variance is
greater than Spector had estimated. How-
ever, as Brannick and Spector (1990) point-
ed out, there are problems in the use of
complex statistical methodology to test for
the effects of common method variance.

Perhaps the best way to empirically
assess the impact of common method var-
iance is to compare correlations that contain
a shared method with those that do not share
a method. Crampton and Wagner (1994)
conducted a meta-analysis in which they
summarized 42,934 correlations from stud-
ies using single and multiple methods. Over-
all, they found that correlations between
variables that were both measured via self-
report were not appreciably larger than other
correlations. Inn the measurement of some
variables, however, correlations based on a
single source were larger than others. This
suggests that the impact of common method
variance is real; however, the magnitude of
this effect varies widely, depending on the
nature of the variables being measured.

The best conclusion one can draw about
the validity of self-report measures is that it
depends primarily on the variable being
measured, and the research question being
asked. For example, if one were interested in
measuring employees’ feelings about their
jobs, then a self-report measure would be
quite appropriate. On the other hand, if
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one were interested in measuring employees’
levels of job autonomy, levels of discretion in
decision making, or (perhaps) workload,
then measuring these variables only with
self-report measures is not really appropri-
ate. This is because in all of these examples
the researcher is interested in characteristics
of the environment, not those of the individ-
ual employee. When researchers wish to
measure characteristics of the work environ-
ment, the best course of action is to use
muitiple measurement methods {e.g., Glick,
Jenkins, & Gupta, 1986). Given the reliance

of much organizational research on se
report measurement, it is likely that the p
and cons of self-report measurement
likely to be debated for quite some ti
{see Comment 2.4).

in laboratery settings in compar-
ther areas of psychology (e.g.,
gical, cognitive). Laboratory studies
ever, still account for a substantial
of the research in both organiza-
sychology and IO psychology in
(Locke, 1986; Sackett & Larsen,
candura & Williams, 2000). The
~of this section is to examine the
~whether findings from laboratory
pations can be generalized to teal
zational settings.

i strongest argument made against
oratory findings’ generalizing to field set-
that laboratory situations lack real-
Jniversity laboratories are not real

Generalizing Laboratory Findings

A common criticism of psychology is tha
is a science based largely on laboratory stu
ies that investigate the behavior of white rat
and college students. Research in organizi
tional psychology tends not to be conducted

THE SELF-REPORT CONTROVERSY

Sete-repORT MEASUREMENT is undoubtedly the
most common form of data collection in orga-
nizational psychology. It is also a form of data
collection that has evoked a great deal of con-
troversy, particutarly when self-reports are
used to measure all of the variables in a study.
Dr. Steve Jex has followed this issue for aver a
decade, primarily because it has a great deal of
relevance to his own research program in
occupational stress, since self-report measures
tend to predominate.

On the positive side, self-reports allow us
t0 measure something that is important in
determining human behavior—namely, indi-
viduals’ perceptions of their environments,
their emotional states, and, in some cases, their
views of other people. Self-report measure-
ment is also very economical. In the time it
might take to collect meaningful observations
of 20 people, a setf-report measure could be
distributed to L00 times that many people.

The primary drawback to sell-report meas-
urement is that humans are not analytical
instruments; thus, self-reports may not always
produce accurate information. For example,
when we ask employees to provide self-reports

zations; thus, laboratory settings lack
eferred to as mundane realism. Real-
ywever, must also be considered from
rspective of the research participant.
ertainly possible to place a research
pant in a situation that lacks mun-
ealism, yet manipulate variables in
s way that participants react genu-
o the situation. For example, one
‘in a completely contrived situation
il feel pressure to perform well or
rm to group norms. When this is the
: ‘can be said that there is a high degree
experimental realism for research partici-
its. Many classic laboratory studies con-
d over the years, particularly in social
hology (e.g., Asch, 1957; Milgram,
), have lacked mundane realism vyet
retained a very high degree of experi-
al realism,
nother reason laboratory investigations
generalize has to do with the research
ticipants. At the beginning of this section,
1t was remarked, somewhat facetiously, that
atory investigations often utilize college
nts as participants. This often leads to
riticism that, because college students
different from the general population,

of charactetistics of their jobs, these ratings
may be biased by internal mood states, social
influences of coworkers, or stable internal dis-
positions (Spector, 1994}, These same biases
may also influence self-reports of emotional
and affective states. '

‘What is the most reasonable conclusion
one can draw about self-report measures? In
my opinion, it is that self-report measurement,
like any other data collection method, hasboth
advantages and disadvantages. Whether one
uses self-report measurement should be dic- .
tated primarity by the variables one is trying to
measure, which are ultimately dictated by the
research question one is trying to answer. As a
general rule, if one is primarily interested in:
perceptions, then self-report measurement isa :
logical choice. However, if one is interested in
actual environmental conditions, then self-
reports should be supplemented with other
forms of data collection.

Source: P, E. Spector, {1994). Using self-report question-
naires in OB research: A comment on the use of a con-
troversial method. Journal of Organizational Behavior, 15,
385-392.
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research findings cannot be generalized. This
criticism certainly does have some merit—
college students are more intelligent and
typically come from higher income levels
than the general population (Sears, 1986).
However, for the study of many organiza-
tional issues, use of college students as
research participants probably does not
compromise generalizability a great deal.
College students, for the most part, represent
the cadre of individuals who will hold many
of the white-collar jobs in the future. Thus,
they may be quite similar to such employees,
both in terms of attitudes and abilities, even
though they are obviously lacking in relevant
organizational experience. By contrast,
college students are probably a poor research
sample if the aim is to generalize to employ-
ees holding blue-collar and manual labor
jobs. '

Despite these arguments for the general-
izability of laboratory experiments, there are
clearly important differences hetweern labo-
ratory and field settings. ITn particular, the
high level of experimental control in labora-
tory settings allows the researcher to isolate
the impact of a variable in a way that is
impossible in field settings because so many
things are occurring that the impact of any
single variable may be greatly diluted. Also,
when variables are investigated in laboratory
settings, they are taken cut of their natural
context. By taking a variable out of context,
the researcher runs the risk of changing the
substantive nature of that variable. A good
illustration of this point ‘is laboratory
research on the effects of ambient temper-
ature on aggression (e.g., Baron & Bell,
1976). In a laboratory setting, it is possible
to completely isolate the impact of temper-
ature. In natural settings, however, temper-
ature increases often occur in conjunction
with other variables such as loud noise and
crowding,



Research Methods and Statistics

Another important difference to consider
is that laborasory settings are typically short
term (Runkel & McGrarh, 1972}, As a result,
participants in laboratory investigations have
very little time invested and have no reason
to form any social ties with others. In con-
trast, employees in organizations invest a
considerable amount of time in their jobs,
and often develop important social ties with
fellow employees. These differences between
laboratory research participants and actual
employees may lead to very different reac-
tions to the same situations.

A final important difference between lab-
oratory and field settings is the nature of the
tasks performed by research participants.
Since laboratory investigations are short
term, it is very difficult to match the com-
plexity of the tasks performed by employees
in real organizations. Thus, many laboratory
studies ask participants to perform relatively
simple tasks such as assembling tinker toys,
solving anagrams, and putting together puz-
zles. In contrast, employees in organizational
settings perform much more complex tasks.

After examining the pros and cons of
laboratory investigations, we are still left
with the question of whether laboratory find-
ings generalize to field settings such as orga-
nizations. Unfortunately, there is no
definitive answer to this question, although
it has been examined extensively (e.g., Ber-
kowitz & Donnerstein, 1982; Dipboye &
Flanagan, 1979). The most comprehensive
analysis of this issue, relevant to organiza-
tional psychology, is contained in Generaliz-
ing from Laboratory to Field Setiings, a book
edited by Edwin Locke in 1986. The general
conclusion one can draw from this book is
that well-designed laboratory investigations
often do generalize to field settings. A well-
designed laboratory investigation is one in
which participants are highly engaged in the
task being performed and variable(s) of

Interest are well simulated. The read
should be cautioned, however, agair
concluding that all findings do or do
generalize. In the end, generalizability is :
empirical question, and the best course
action is to replicate laboratory findings.
field settings whenever possible.

tional researchers still gain access?
the most fundamental suggestion
be made in this regard is: Ask. Many
hers who complain about lack of
ave actually asked relatively few
ations for their cooperation. They
ssume that they will be unable to
ata. One way to enlist an organiza-
o contact several organizations by
me and try to make contact with
¢ 'in the human resources depart-
Another approach is to mass mail to
ations, asking for cooperation. T. E.
1092), for example, mailed letters
yresidents of 30 organizations asking
erinission to collect data and eventually
ectéd data in one of these.

enéral appeals or cold calling may result
data-collection opportunity, but it is
'uch morte efficient to use established
tions in organizations. Most people
imily and/or friends who work in
anizations, and such people may be in a
on to either authorize the collection
“or put the researcher into contact
someone who has the authority to do
is suggests that researchers should
afraid to use established connections
ganizations. Researchers should also
time and energy to develop connec-
ith people who can help with data
tion in their organizations in the
' This often takes time and energy
the long run, the contact may result
excellent data-collection opportunities
.omment 2.5).

's now assume that a researcher has
aded an organization to at least con-
the possibility of data collection. How
researcher convince an organization to
ialty go ahead with data collection? The
st useful suggestion that can be made in
regard is: The researcher should offer the
anization something in return for its

Gaining Access to Organizations

One of the biggest challenges from fie
research is simply gaining access to an org
nization for data collection. The authors ha
known, over the years, many colleagues ar
students who have come up with intere
ing research questions, but could find 1
organization in which to collect data. U
fortunately, there is very little in the organ
zational titerature to help guide researche
in their efforts to gain access to organiz
tions. Thus, most of this section is based
on both the authors’ experience as researc
ers, and the experiences of fellow organiz
tional researchers.

Before exploring ways to gain access
organizations, consider reasons why orgarn
zations would not let a researcher gath.
data. Based on past experience, there a
two primary reasons: (1) data collection us
ally requires employees’ time, and (2) org;
nizations are concerned that employees m
divulge sensitive or proprietary informati
about the organization. Organizations th;
operate in very competitive industries (e.g.;
consumer products, high technology) are
often very concerned with divulging any
information that might put them at a com-
petitive disadvantage. Tn such organizations,
the secrecy surrounding activities such as
product development often carries over to
other activities, regardless of whether the
concerns are warranted.

Given these potential objections (o
the collection of research data, how can
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cooperation. For example, researchers often
provide a summary of the research findings
to the organization, in return for its cooper-
ation. Other researchers may offer to per-
form some consulting service at no cost to
an organization. Organizations typically do
not provide a researcher with access to their
employees unless the access will provide
some tangible benefit in return.,

After an organization gives permission to
collect data, there is often some negotiation
between the researcher and the organization,
regarding issues such as research design and
measures. At this stage, researchers and orga-
nizations often clash, because of their
differing goals and objectives. Researchers
typically desire a high level of methedolog-
ical rigor in their investigations because
their ultimate goal is to publish their findings
in peer-reviewed journals. Unfortunately,
methodological rigor may be perceived by
the organization as costly in a number of
ways. For example, supplementing self-
report measures with organizational records
may be time consuming and require that
employees reveal identitying information. It
may also be impossible for an organization
to allow a researcher the control needed
for experimental or even quasi-experimental
investigations. This is a tricky issue for re-
searchers to navigate because just gaining
access to organizations is such a challenge.
The key is this: The researcher must be will-
ing to accommodate the organization, but
not to such an extent that it completely com-
promises the scientific integrity of the inves-
tigation. Unfortunately, researchers often
severely compromise the methodological
rigor of studies without attempting to per-
suade organizations of their value. In most
cases, a well-designed, methodological, rig-
orous study will not only help the researcher
but will also be more informative to the
organization (Campion, 1996).
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GAINING ACCESS TO ORGANIZATIONS: SOME EXAMPLES

Steve Jex: As I wrote the section on gaining
access Lo organizations, I thought of the vari-
ous ways I have gained access to organizations
in order to collect data, Like many researchers,
1 have used family connections, For example,
1 was able to gain access to an insurance
company in Tampa, Florida, to conduct my
Master’s thesis research while in graduate
school. My wife was employed there at the
time. To this day, T can’t figure out whether my
wife was trying to advance science, or just
wanted me te get out of graduate school!
Another study T conducted, which was ulti-
mately published in the Journal of Applied
Psychology (Jex, Beehr, & Roberts, 19923,
was actually made possible through the efforts
of my mother. This study was conducted at
a hospital in Saginaw, Michigan (my home-
town), where my mother was employed as a
nurse. She introduced me to a person in the
human resources department who was ulti-
mately able to grant me access to all hospital
employees. In this case, 1 think my mother’s
help was driven primarily by a desire to see
her son get tenute. In addition to using family
connections, 1 have gained access in many
other ways. In some cases, current and former
students have helped facilitate data-collection
efforts. T have also, on occasion, relied on
former graduate school classmates, or other
colleagues, to provide either data-collection
sites or useful contacts.

Isthere any underlying theme when I think
about the varicus ways in which T have gained
access to organizations? The most obvious
theme is that developing and maintaining rela-
tionships with people is important. This
includes family, students, and professional
colleagues. I'm not suggesting that relation-
ships should be initiated only on the basis of
what people can do for you. However, the fact
is, it is much easier to ask someone for assis-

tance if you've taken the time to maintain an
ongoing relationship with him or her. The
other important lesson I've learned over the
years is simply to ask. We often assume incor-
rectly that family, [riends, and colleagues do

not want to be bothered helping with data
collection, However, my experience has been
that people often are very willing (and even,

flattered) to help if theyre asked.
Thomas Britt: Getting access tosamplesisa

critical issue when trying to do quality orga-,
nizational research, When 1 was conducting
primarily social-psychological research I took

for granted how easy it was to obtain samples

by using the subject pool ef students taking
“Introduction to Psychology.” The more T got
into organizational psychology, the more 1
realized the difficulty and tenacity required:
to gain access to samples. When [ was in the
U1.S. Army as an organizational psychologist, T
had a somewhat captive audience of soldiers to
participate in research projects (although it
should be noted that all soldiers provided
informed consent to participate). However,
even when conducting research with soldiers,
it was necessary to convince unit commanders;
of the importance of the research and why it
was worth the time of their soldiers when they:
could be spending more time training. You also:
had to provide the commanders with summa-
ries of the results that told them something
important, and provide recommendations for.

what they should do given the resuilts.

Since arriving at Clemson Lhave continued
my ties with the military but have also started
collecting data from different applied samples.
For example, T have recently begun an assess-
ment of staff at Clemson University examining
the influence of positive motivational states at:
work on well-being and performance. T have
worked closely with the administration at all
levels to convey the importance of the research

“why we need supervisor ratings of per-
mance in addition to employee reports), and
‘graduate students and [ have spent a great
al of time coordinating with individual units
¢ university to ensure a high response rate
rticipation. T have also been struck by the
ersity of jobs people have in a university
1g (e.g., frefighters, library personnel,
15 recreation, facilities}, When orienting
raduate students inte our Industrial/
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Organizational Psychology program, I empha-
size that getting access to a quality sample of
empioyees who will be willing to work with
you on a research question is often more
difficult than coming up with the hypothesis
you want to test!

Source: 5. M. Jex, T. A. Beebr, and C. K. Roberts. (1992).
The meaning of occupational “siress” items to survey
respondents, Journal of Applied Psychology, 77, 623-628.

lucting Research in Different
Itures

ncreasing globalization, it is more and
ommon for organizational psycholo-
0 examine cross-cultural issues.
‘the value of cross-cultural research,
a collection in such studies is often chal-
1g for a number of reasons. For exam-
when self-report measures are used,
ften must be translated from one lan-
aage to another. This may seem rather sim-
ften, it is not. The typical procedure
' translate self-report measures into
ent languages is called back translation.
mvolves translating the items on a
e from one language to another
om English to Chinese), and then
ktothe original language. The researcher
st-assess whether the items have retained
eaning to respondents after being
ated from a different language.
nother issue researchers must consider
onducting cross-cultural research is sam-
2. Researchers conducting cross-cultural
arch often want to compare employees in
ulture to employees in another, so it is
ortant to utilize samples that are similar
aspects except culture (Arvey, Bhagat,
alas, 1991). The ideal way to accomplish
rould be to utilize employees from dif-
rent cultures who work for the same orga-

nization (e.g,, De La Rosa, 2006). If this could
not be done, a researcher would typically
want to select samples from different cultures
that work in the same industry and perhaps
have similar levels of work experience.

Researchers conducting cross-cultural
research must be on the lookout for things
that are specific to a given culture and may
adversely affect data collection. For example,
a researcher utilizing self-ratings of perform-
ance must be aware of the fact that, in Asian
cultures, it is considered improper to rate
oneself high in performance (Fahr, Dobbins,
& Cheng, 1991). There may also be vast
cultural differences in research participanis’
degree of comfort when they are asked to
provide ratings of persons in positions of
authority (Hofstede, 1980).

STATISTICAL METHODS
IN ORGANIZATIONAL
PSYCHOLOGY

Regardless of the data-collection method
used, once data are collected, researchers
must anatyze those data to assess whether
or not their hypotheses are supported. For-
tunately for organizational researchers, many
statistical methods are available to help make
sense out of data. Because a comprehensive
review of statistical methodology is beyond
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the scope of this chapter, we will review, in
this section, the statistical methods that are
used most frequently in analyzing research
data.

Descriptive Statisties

The first thing a researcher needs to do after
obtaining a set of data is to get a feel for
general trends, For example, if we were to
collect data on job satisfaction within an
organization, two relevant questions might
be (1) what is the overall level of job sat-
isfaction in the organization, and (2) are
employees very similar in their levels of job
satisfaction, or do they vary widely? To
answer the first question, some descriptive
measure of central tendency would be used.
The most commonly used measure of central
tendency is the mean (also called the aver-
age), which is calculated by simply adding
up all of the scores on a variable and dividing
by the total number of scores. Other com-
mon measures of central tendency include
the median and mode. The median is the
score on a variable that splits the disaribution
into two equal halves. Unlike the mean, the
median is unaffected by the presence of
extremely high or extremely low values.
Because of this, the median is useful as a
supplement to the mean, in cases in which
a distribution contains extreme scores. The
mode is simply the most frequently occurring
score and is typically not very informative
unless there is a very dramatic preference for
one response over others.

Measures of central tendency are useful
because they provide information about the
manner in which variables are distributed.
This is important because most statistical
methods are based on assumptions about
the manner in which variables are distrib-
uted. Measures of central tendency are also
valuable when organizational policy makers

_FIGURE 2.3
Graphical Representation of Mean Levels of Fo
Dimensions Measured in an Employee Opinien
Survey,

measure of dispersion is the range,
is the difference between the highest
est value for a particular variable. Tt is
seful to compare the ohserved range
iven variable to the possible range. For
e; if a variable js scaled such that it
nge from 10 to 50 and the observed
ge is 30 to 50, this indicates potential
ms with range restriction.

ile the range may be useful in identi-
roblems with range restriction, it is
very crude measure of dispersion.
precise and more commonly used
ieasures of dispersion include the variance
tandard deviation. The variance repre-
he variability of scores around the
To calculate the variance, you simply
t the mean from each score in a dis-
ion, square each value, add up these
ed values, and divide by the total num-
of scores. The standard deviation is sim-
the square root of the variance.
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Notes: Commumication = Satisfaction with amount-of
communication in: the organization;

Fairness = Satisfaction with level of faimess in the
organization; Benefits = Satisfaction with current
fringe benefit package; Commimment = '
Organizational commitment. Mean valies may ran
from § to 4,

are assessing survey results. Figure 2.3, fo
example, contains a graphical representati
of employee opinion survey data collected b
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Given the way in which the variance and
standard deviation are calculated, higher val-
ues indicate greater dispersion about the
mean, The standard deviation is also useful
because it can be used in converting raw
scores to standard scores. A standard score
is simply the score on a given variable,
expressed (in terms of its distance from the
mean) in standard deviation units. The sim-
plest form of standard score is a z-score,
which is calculated by subtracting the mean
from a raw score and dividing the result by
the standard deviation. Standard scores can
be useful in cases in which the researcher
wishes to compare a respondent’s scores on
different variables that may wutilize different
scales of measurement (see Comment 2.6).

A final type of descriptive measure that is
used in the analysis of research data is reli-
ability. Reliability is defined as the extent to
which a variable is hbeing measured without
error (Nunnally & Bernstein, 1994). What is

one of the authors. This figure graphically
represents the mean values of four dime
sions contained on the survey. A quick
perusal of this figure indicates relatively
low satisfaction with the levels of communi-
cation and fairness in this organization. O
the other hand, employees in this organiz
tion appear to be committed to the organ
zation and are reasonably satisfied with their
fringe benefits package. While this is ce
tainly not complicated information, it could
be important to an organization. In this case,
the organization used the information as the
basis for interventions to enhance commu-
nication and fairness.

In addition to measures of central te
dency, researchers often want to know
whether responses are uniform or whether

HIs INITIAL statement as editor of Journal of
pplied Psychology in 1995, Philip Bobko
eferred to himsell as a “statistical minimatist”
Bobko, 1995, p. 4} in describing his views on
tatistical analysis, What is a statistical mini-
alist? Perhaps the best way to understand
his is to consider more of Bobko's editorial
tatement. Specifically, he advised potential
uthors: “Please look at ‘simple’ statistics, such
s means, standard deviations, correlations,
ffect sizes, and so forth. And do not just look
t them; consider them when attempting to
nderstand and explain what’s going on. I
“believe that one can often (usually?) learn
more by looking at these simple statistics with
critical and understanding eye than one can

ONFESSTONS OF A STATISTICAL MINIMALIST

learn by computing the newest fashion in
statistics with an amazed eye” (p. 4).

The important point that Bobke was trying
to make in this editorial is that even relatively
simple descriptive statistics are important if
one’s goal is to understand their data. A more
subtle message here is that the choice of sta-
tistical methods to use should be driven by the
question being asked, not by the latest fad.
Although not always the case, it is often pos-
sible to answer important research questions
withoul resorting to overly complex statistical
analyses.

Source: P. Bobke. (1995). Editorial. Journal of Applied
Psychology, 80, 3-5.

there is a great deal of dispersion. The most
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considered error, however, depends on the
particular context in which a measure is
being used. When multi-item measures are
used, which is typically the case in organiza-
tional research, it is necessary to assess the
internal consistency reliability. A measure of
internal consistency reliability provides an
estimation of the extent to which all items
on a scale are measuring the same attribute.
Suppose, for example, we constructed a five-
item measure of job satisfaction. If internal
consistency reliability were estimated to be
very high, this would suggest that all five
items were measuring the same thing,

In other cases, researchers must provide
other reliability estimates. For example, if a
variable is going to be assessed at multiple
points in time, it is important for the re-
searcher to show that the measure of the
variable is not strongly impacted by ran-
dom fluctuations over time. In this case, an
appropriate form of reliability assessment
would be test-retest reliability, which simply
involves administering a measure at two dif-
ferent points in time and calculating the
correlation between these scores. If this cor-

relation is high, it suggests that the measure

is not strongly impacted by random temporal
fluctuations.

Another form of reliability assessment,
interrater reliability, may be necessary in
cases in which multiple raters are utilized
to assess some atiribute of a person (e.g,
performance) or the environment (e.g., job
characteristics). There are many ways to
assess interrater reliability, but they all basi-
cally allow the researcher to assess whether
the ratings provided by different raters are
similarly ordered. The researcher can also
assess whether raters agree on the absolute
value of the ratings. This issue will be dis-
cussed in greater detail in the final section of
the chapter, which deals with aggregation
and levels of analysis issues.

Why do researchers need to be cg
cerned about reliability? The answer to th
question has to do with the nature of me:
urement error. Measurement error, by de
nition, represents sources of influence ¢
the measure other than the hypothesiz:
construct. A constant or systematic err
would be the tendency of a responden
answer all items in a way that he or she feg
is socially desirable. A random error wow
be a momentary distraction causing as
spondent to respond to an item “Strong
Agree” when he or she really meant to x
spond “Strongly Disagree.” When a mea
ure is reliable it is relatively free of rando
error, though it may still contain conside
able constant error. When a measure:
unreliable, however, it contains a great de
of measurement error. This is problema
because random error, by definition, is
related to other variables; thus, reliabili
sets an upper bound on the magnitude:
relationships between a measure and othi
variables. '

pating. In this section, we cover the
et common statistical tests of mean

describing these statistical tests, it
to provide a brief overview of the
1itid tests of statistical significance.
<5 of the statistical test being used, a
statistical significance essentally
establishing a rule for distinguish-
ce: from nonchance outcomes. All
| significance tests begin with the
mption of what is termed the null hypoth-
ch:is another way of saying there is
or no relationship between varia-
uming that the null hypothesis is
possible for a variety of research
to occur simply on the basis of
hus, the researcher needs some
tve rule for determining whether a given
presents a chance occurrence or a
ate scientific finding. The standard
st often for distinguishing chance
iorichance—the one that has come to
ted in the behavioral sciences over
s—is 5%. Assuming that the null
is is true, if the probability of a
h outcome occurring by chance is
s, scientists typically conclude that
egitimate scientific finding {e.g., they
he null hypothesis). Thus, when the
ement is made that a finding is “signifi-
ond the .05 level,” the researcher is
that it is very unlikely that the finding
erved is a chance occurrence.

len testing mean differences, the sim-
scenario is testing the difference
een two groups. For example, a re-
er may wish to test whether the aver-
> of those who participate in training
evelopment activities differs from
who choose not to participate. The
tic most commonly used in this situa-
would be a t-test. The magnitude of the ¢
istic depends on the absolute difference

Tests of Mean Differences

After assessing descriptive measures, T
searchers should hopefully be able to co
clude that there are no major distribution:
problems, and that all variables are measurs
with a minimal amount of error. 1f this
indeed the case, the next step is to perfor
some analysis to test whatever hypothes
are being proposed. There are many differe
types of hypotheses; a common type
hypothesis involves testing differences i
the mean level of a given variable. For exan
ple, a researcher may hypothesize th
employees in white-collar jobs have high
organizational commitment than blue-coll
employees, or that the performance of
groups that participate in team-buildi
activities is higher than that of groups n
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between means relative to the level of varia-
tion within the groups being compared.
Thus, even if the absolute difference between
the means is substantial, a high degree of
variation within the different groups will
keep the t value at a relatively low level,
and lead the researcher to conclude that
there is no meaningful difference between
the groups.

There are other instances in organiza-
tional research in which the means of more
than two groups must be compared. For
example, a researcher might want to com-
pare the mean level of job satisfaction in
several different work groups that have and
have not participated in team develoepment
activities. In this case, the statistical proce-
dure used would be analysis of variance.
The general purpose of analysis of variance
is to assess the variation between different
groups, relative to the variation within
groups. To perform an analysis of variance,
it is necessary to calculate several different
variance estimates or mean-squares. These are
used to estimate the variance between groups
and the variance within groups. The actual
test of statistical significance employed in
analysis of variance is the F-test, which is
simply a ratio of the variance between groups
to the variance within groups. When an F is
statistically significant, this indicates that the
ratio of variance between groups to the var-
iation within groups is very unlikely to have
occurred by chance, given the null hypoth-
esis. Recail that the same basic logic is
employed with the t-test. If a statistically
significant F is found in analysis of variance,
this indicates that there is some difference
among the means in the groups of interest,
although it does not tell the researcher
which means are different. To figure this
out, follow-up tests would be used to assess
the difference within each possible pair of
group means.
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Given the basic logic behind analysis of
variance, this statistical procedure can be
used a variety of ways. For example, different
forms of analysis of variance can be used to
assess (1) the impact of multiple indepen-
dent variables, (2) repeated measures of
dependent variables, and (3) the impact of
multiple dependent variables. Readers inter-
ested in more detailed information on anal-
ysis of variance procedures should consult
Keppel and Zedeck (1989).

Correlation and Regression Analysis

Given the prevalence of cross-sectional field
surveys in organizational research, hypoth-
eses are often tested by assessing the co-
variation among the variables of interest.
The most commonly used statistical index
of covariation is the Pearson product-moment
correlation coefficient. The correlation coeffi-
cient can range from -4-1.00 to —1.00, but
typically falls in between these values. The
larger the absolute value of a correlation
coefficient, the greater the degree of co-
variation. This degree is often expressed by
squaring the correlation coefficient to obtain
the amount of shared variation between two
variables. For example, if the correlation
between two variables is .30, they share 9%
of their variance in common {e.g., [.30]%).
When the sign of a correlation is positive,
this simply means that two variables covary
in the same direction. A negative sign, by
contrast, indicates that two variables covary
in opposite directions.

The correlation coefficient is useful in
testing many hypotheses in organizational
research, but it provides very limited in-
formation about causal relationships. For
example, if job satisfaction were found to
be correlated with job autonomy, this could
mean that high job autonomy causes
employees to be more satisfied with their

jobs. On the other hand, it could also my
that a high level of job satisfaction cause
employees to see greater levels of autono
in their jobs. It is also possible that t
variables may be correlated prima
because of the influence of a third variab
for example, employees who have hig
salaries may be more satisfied and tend
hold jobs with high autonomy. If this is
case, it is said that the relationship is spurious,

Correlational analysis is also limited b
the fact that only two variables may be exa
ined at a time. In many instances, a resear
er may be interested in the exrent to wh
several variables are related to some ot
variable of interest. For example, a research
may be interested in the degree to which p
length of service, level of performance, age
and job type all contribute to employeg
overall satisfaction with their employin
organization. One way to address this ques
tion would be to examine the correlatio
between job satisfaction and each of thes
variables individually. Unfortunately, sucl
an analysis does not provide the researche
with information about the extent to whic
this entire set of variables is related.

The statistical procedure that is used &
assess the relation of a set of variables {callé
predictors) to another variable (called th
criterion) is multiple linear regression or, sim
ply, multiple regression. Multiple regressio
is useful because it provides a quantitati
estimate of the amount of covariatio
between a set of predictors and a criterio
variable. This is assessed by the multiple ]
statistic, which is analogous to the correla
tion coefflicient. In most nstances, howeve
researchers report the squared value of mu
tiple R, which serves as a measure of th
amount of variance in the criterion variabl
that is explained by a set of predictors.

Multiple regression is also useful becaus
it allows the researcher to assess the relative

of each predictor in explaining the
on-variable. When a set of predictors is
5 (G estimate a criterion variable, the
o is estimated to be a linear function
fredictor set. The general form of this

extent to which it contributes to the
on of the criterion. The advantage of

ions, is that they are calculated in a
it takes into account the intercorrela-

e:
eyond correlation and regression anal-
many other related methods can be

the general category of multivariate
(e.g., Tabachnick & Fidell, 1996}
Ue to their complexity, are not covered
s chapter. These methods are quite
| to the researcher, particularly in field
tigations. Like all statistical methods,
hould be used only if necessary to test
n hypothesis.

-Analysis

nal form of statistical analysis that is being
increasingly in organizational research
ta-analysis. Meta-analysis involves the
ntitative summary of research findings
s typically used in research domains
:re a considerable number of studies have
f- conducted (Rosenthal, 1991). For
mple, meta-analyses have been con-
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ducted on the relation between job satisfac-
tion and job performance (Podsakoff &
Williams, 1986), the impact of unemploy-
ment on well-being {(McKee-Ryan, Song,
Wanberg, & Kinicki, 2005), and the impact
of different leadership styles (Judge, Piccolo,
& llies, 2004). In all three cases, so many
studies have been conducted that it would be
difficult to provide an accurate qualitative
sumnmary of the findings.

Statistically, meta-analysis essentially in-
volves averaging effect sizes {e.g., from cor-
relation coefficients or differences between
two means). Before these effects sizes are
averaged, however, researchers typically
control for a number of statistical artifacts—
factors that may lead to differences in the
findings between studies. The most basic
statistical artifact is sample size. Studies with
larger sample sizes need to be weighted
more heavily when averaging correlations
compared to those with smaller sample
sizes. Another common statistical artifact
controlled in meta-analyses is measurement
unreliability. Earlier in the chapter, reliability
was defined as the degree to which a variable
is measured without error. When measure-
meng procedures are unreliable, this means
that they contain considerable error. As was
stated earlier, this is important because it sets
a lower boundary on the degree to which a
variable can be correlated with other varia-
bles. Controlling for unreliability puts all
variables on a leve! playing field in terms of
measurement error.

The other common statistical artifact
controlled in meta-analyses is range restric-
tion. In some studies, correlations between
variables may be reduced because the values
do not cover the entire possible range. This
may occur because of a variety of factors
{e.g., Johns, 1991), but it always serves to
limit the magnitude of correlations. When
researchers control for range restriction, they
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are estimating what the correlations would
be if the variables of interest were measured
without any range-restriction problems.
Once all relevant statistical artifacts
are controlled, two important statistics are
typically calculated in meta-analysis. Most
researchers calculate some overall estimate
of effect size between two variables. This
estimate represents the effect size after con-
trolling for the impact of important statistical
artifacts, and it provides a good estimate of
the true relationship between variables. The
other statistic typically calculated in meta-
analysis is the amount of variation in effect
sizes that remains after important statistical
artifacts are controlled. Usually, after impor-
tant statistical aztifacts are controlled, there
is a relatively small amount of vartation
between studies’ findings. However, if there
is still a substantial amount of variation,
- factors other than statistical artifacts may be
contributing to the differences in findings
between the studies. Such factors are called
moderator variables. Some of the more typical
moderator variables examined in meta-
analyses include aspects of the study design
(laboratory experiment versus field study),
characteristics of the research samples
(employees versus college students), and
specific measures used to assess key variables
{well-established measures versus measures
developed for one study).

SPECIAL ISSUES IN
STATISTICAL ANALYSIS

At this point, readers should have a basic
understanding of the more typical statistical
methods used in organizational psychology.
The purpose of statistical methodology is to
help researchers answer questions (i.e,, itisa
means to an end), but it has also become a
vibrant field of inguiry in and of iself. In
fact, within organizational psychology, many

researchers focus on statistical and methg
clogy issues. Because of this {ocus, se
issues in statistical methodology have su
faced over the years and have been the sy
ject of inquiry and debate. In this section;:
briefly review four important contempora
issues in the use of statistical methodology
organizational research.

ir¢d factor that impacts statistical
the alpha level chosen in statistical
nce testing. The alpha level repre-
‘cutoff for distinguishing chance
chance findings. Recall, from the
discussion of statistical significance
that 5% has become the conventional
e behavioral sciences. The reason
alpha level is set so low is to reduce
obability of committing a Type I error,
7 concluding that one has uncovered
te scientific finding. In an organi-
setting, an example of committing a
rror would be falsely concluding that
g program had a positive effect on
yee performance. in contrast, a Type I
committed when a researcher fails to
egitimate effect when it is present.
previous example, this would involve

Statistical Power in Organizational
Research

Statistical power refers to the sensitivit
statistical tests to detect meaningful tre;
ment effects. To use an analogy, one mig]
think of the statistical power of different te
in the same way as differences between typ
of microscopes. An inexpensive microsco
purchased from a toy store provides sor
magnification, but extremely small obje
(e.g., viruses) cannot be detected. In co
trast, an expensive electron microscope pr
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conducting a statistical test and falsely con-
cluding that a useful training program had
no impact on employee performance (see
Comment 2.7},

As the alpha level becomes more strin-
gent (e.g., smaller than 5%), this reduces the
chance of committing a Type Lerror, but also
tends to reduce power and hence increases
the chances of committing a Type Il error. In
contrast, 4 more lberal alpha level {e.g.,
10%) tends to increase power, although this
comes at the cost of an increase in the prob-
ability of committing a Type I error.

A final factor impacting power is meas-
urement error. Specifically, higher levels of
measurement error are associated with low
levels of power. This is simply due to the
unsystematic nature of measurement error,
which was discussed earlier.

vides a much higher level of magnificati
that allows for the detection of ew
extremely small particles.

Several factors contribute to statist
power (Cohen, 1992). One is sample siz
All things being equal, larger sample siz
provide higher levels of statistical pow
This is one reason why survey research
are concerned about nonresponse, and la
oratory researchers are concerned abo
participants not showing up. A second fac
tor impacting power is effect size, or th
relative strength of the effect a research
is trying to detect. There are actually seve
ways to express eflect size, but the easiest
way to explain it is based on the size 0!
correlations. Generally speaking, if the true
correlation between two variables is very
small, this effect is much harder to detec
than a much larger effect. Smaller-effec
sizes require a more powerful “microscope’
for detection.

hE racT that the alpha level is typically
at .05 or, in some cases, even .01, one
ild assume that committing a Type 1 error
sad thing. Recall that when a Type Ferroris
&, a tesearcher concludes that a Anding is
nhﬁcaﬂy meaningful when it really is not.
y. is this bad? From a scientific point of
ew; Type | errors are bad because they lead
down blind alleys, and ultimately may lead
aulty theories. From a practical point of
w, a Type T exror may lead an organization
i spend a considerable amount of money ona
dining program that ultdmately is not effec-
ve. Given these negative effects of 2 Type [
ITor, we want to minimize the chance that one
will occur, so we set alpha at a very low level.
Unfortunately, in minimizing the chances
of Type Lerror, we increase the chances of Type
‘error. As you recall, Type 1l error is commit-
d when a researcher fails to uncover a legit-

B VERSUS TYPE 11 ERROR: WHICH IS THE GREATEST SIN?

imate scientific effect. Isitbetter to make a Type
11 than & Type [ error? It really depends on the
situation. Let's say, for example, that a re-
searcher is testing a drug that could potentially
neutralize the HIV virus. It would obviously be
bad if this researcher were to falsely conclude
that this drug was effective (e.g., commitaType
Lerror). However, consider the implications of
committing a Type 11 error in this case. If this
drugis effective, and research does not show it,
a great chance to reduce human suffering has
been missed.

Ultimately, research should be designed to
balarce the risks of both Type T and Type 11
exrors. To minimize the tisk of Type T error,
alpha levels should be set sufficiently low, and
proper statistical procedures should be used.
Omn the other hand, Type [i error can be mini-
mized primarily by employing adequate sam-
ple sizes and reliable measures.
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Given the previously described determi-
nants of statistical power, let us now consider
the level of statistical power in organization-
al research. Mone, Mueller, and Mauland
(1996) examined this issue in a meta-analysis
of the level of power in 26,471 statistical
tests from 210 research studies conducted
between 1992 and 1994. These authors also
explored common. practices with respect to
the assessment of power prior to conducting
research.

The results of the meta-analysis were
revealing—and, in fact, somewhat troubling.
Given that an acceptable level of statistical
power is considered to be 80% (e.g., there is
an 80% chance of detecting a true effect;
Cohen, 1992}, the authors found that across
all effect sizes, an acceptable level of power
was achieved only 50% of the time. What
this means is that across all studies in this
meta-analysis, researchers assume a 50%
chance of failing to detect a true effect when
it is present. This suggests that many studies
conducted in organizational research are
underpowered.

Low statistical power is especially prob-
lematic when researchers are attempting to
detect small effect sizes. When Mone et al.
(1996) caiculated the level of statistical
power for small effect sizes, it was found that
the percentage of studies achieving an
acceptable level of power was only 10%!
That is, the vast majority of studies attempt-
ing to detect smail effects are grossly under-
powered. This is unfortunate because small
effects are very common in organizational
research, due to the vast number of variables
impacting employees in organizations.

The results of the survey of authors were
also revealing. Perhaps the most important
finding was that 64% of the authors surveyed
reported that they do not perform any type of
power analysis prior to conducting a study.
One reason frequently cited for this was that,

in many cases, Tesearchers have little or
control over sample sizes in field resear
Thus, even if a power analysis indicated
a larger sample size would be desirable
would not be possible to increase. M
authors in this survey also noted that sche
arly journals do not insist on power anat
during the review process, although there
some exceptions (e.g., Campion, 1993). Th
is unfortunate because scholarly journ
serve an important gate-keeping functig
and insistence on power analysis woul
serve to heighten awareness of this issu
As it stands right now, there are probah
many meaningful effects in organizatio
psychology that go undetected due to
statistical power.

Jderator for each respondent. If the
. _explamed by the cross-product
tistically significant, a moderated
p is present. This means that the
hip between the independent varia-
the dependent variable differs as a
f the moderator. This is usually
isually by plotting the relationship
ne standard deviation above the
and low {one standard deviation
“mean) levels of the moderator.
 iltustrates how this is done. In
elf-efficacy moderates the relation-
ween work hours and psychological
stice that, when self-efficacy is low,
; positive relationship between work
and psychological strain. In contrast,
f-efficacy is high, there is essentially
tionship between these two variables.
procedure for detecting moderator
“is rather straightforward, but, in
‘the actual detection of moderators
itficult, primarily because of low statistical

Detection of Moderator Variables

Recall from the section on meta-analysis th:
a moderator variable changes the relatio
ship between two other variables (Jame
Brett, 1984). More specifically, the relatior
ship between two variables differs at diffe;
ent levels of the moderator variable. ‘1
organizational psychology, many theoretic
models contain moderator variables; thus:
is impertant to understand the statistic
procedures used for assessing whether ¢
not moderated relationships exist.

There are actually several ways to te
moderator effects {e.g., see James & Bret
1984), but the most commonly used proc
dure is through the use of multiple regre:
sion analysis {Cohen & Cohen, 1983).
this procedure, which is known as cros
product regression, the independent variab:
is first entered into the regression equatio
In the next step, the mederator variable
entered. In the final step, the cross-produ
of the independent variable and moderator
entered. The cross-product term is create
by multiplying the independent variable by

ical Representation of a Moderated

Low Wu;'k Hours High Wolrk Hours
S. M. Jex and P. D. Bliese, (1999). Efficacy
as a moderator of the impact of work-related
ors: A multilevel study. Journal of Applied

logy, 84, 340-361. Copyright © 1999 by the
ican Psychological Association. Reprinted with
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power. This is because moderator effects are
typically small, since the variance explained
by a moderator effect is that which is left over
after the effects of the independent variable
and moderator are taken into account. Power
is also reduced when the independent varia-
ble and the moderator are strongly correlated
and, in the case of dichotomous variables
{e.g., race, gender), when the proportion dif-
fers greatly from 50/5C (Aguinis & Stone-
Romero, 1997).

What can be done to increase the power
of moderator tests? Given the previous gen-
eral discussion of statistical power, research-
ers testing moderator effects should try to
employ large samples and highly reliable
meastres. A somewhat more controversial
way to increase powet is to increase the aipha
level beyond the conventional.05. Recall that
the alpha level represents the researcher’s
decision rule for distinguishing chance from
nonchance findings. If a less stringent alpha
level of .10 is adopted, for example, this
means that resuits with a 10% or lower
probability of eccurring by chance are con-
sidered legitimate treatment effects.

Given the low power associated with
moderator tests, the decision to adopt a less
stringent alpha level would appear to be
logical. Tt is not extremely unusual to find
researchers using alpha levels of .10 in mod-
erator tests (e.g., Jex & Elacqua, 1999), but
the practice is not widespread. This is likely
due to the fact that the .05 level is highly
ingrained in our thinking. Most students
are taught that an alpha level beyond .05 is
“cheating,” and they are extremely reluctant
to raise it,

Beyond statistical considerations in the
detection of moderator effects, it is always
good practice to have a solid theoretical
rationale before searching for moderators.
Often, moderator variables that are very
intuitively appealing may not be theoretically
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ructural Eguation Mode!

THE ELUSIVE MODERATOR EFFECT

As WiL BECOME evident as readers make their
way through this book, many theories in orga-
nizational psychology propose moderator hypo-
theses; that is, certain relationships may hold
under certain conditons, but not under others.
Moderator variables are mportant in theory de-
velopment hecause they allow us to specily the
precise conditions under which some phenom-
enon may occur. They also may have a great deal
of practical vahe, for example, by providing an
organization with guidance about whether there
are certain conditions under which intervenitions
such as job redesign may or may not work.
Despite the theotetical and practical value
of moderator variables, they are very difficult
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to demonstrate empiricalty. The is primaril

due to the fact that moderator variable
almost always explain a small portion of th
variance-dependent measures and, as a resul
statistical power to detect these effects is ofte
very low. Thus, in many cases, researcher
propose theoretically sound moderato
hypotheses yet come up empty when they tes
for these effects, What can researchers do to-
avoid this fate? The most logical steps one ca
sake to increase statistical power of moderato
tests are: employ large sample sizes, utiliz
reliable measures, adopt a reasonable alph
level, and try to cut down on extraneous.
sources of variation.

6. The citcles are meant to denote
variables, and the boxes represent

justified. Statistical methodology will never
compensate for poor theory development
{see Comment 2.8).

Use of Causal Modeling

Over the past 20 years, a statistical technique
that has become increasingly popular in
organizational psychology—and many other
fields—is causal modeling (James, Mulaik, &
Brett, 1982). The logic behind causal model-
ing is that the researcher derives a set of
predictions about how a set of variables
relate to one another, and tests ali of these
relations simultaneously. In practice, this is
typically done through the use of either path
analysis or structurdl equation modeling, With
path analysis, the variables that constitute a
causal model are the actual variables that are
measured. This is illustrated in the simple
path model depicted in Figure 2.5. This
model proposes that high levels of cognitive
ability and work experience lead to high
levels of job knowledge, which in turn leads

¢d variables. Continuing with the
iple from Figure 2.5, scores on a cogni-
bility test and a structured interview are
-indicators of the latent variable cog-
ability, and so on. Notice that this is
tially the same model depicted in Fig-
7. The only difference is that the pro-
relationships are among latent rather
1an measured variables.

nce a model is proposed, the researcher
to assess whether the model fits the
data, There are actually several
xes of model fit (Bentler, 1990}, but
ogic underlying all of them is very sim-
When a model is proposed, the re-
rcher is placing certain restrictions on
ovariation among the variables of inter-
ased on these restrictions, an expected
riance matrix of relations among varia-
the causal model can be calculated.
expected covariance matrix is then com-
d to the actual covariation among the
bles in the proposed moedel. When a
del is said to “fit the data well,” this means
it the actual covariation among the varia-

to high levels of job performance. Structural
equation modeling is similar to path analys
except that the variables comprising tk
causal model are latent rather than measure
variables. A latent variable is a hypothetic
variable that is purported to cause the inte
relationships among measured variables. £
an example, cognitive ability is a latent va
iable that might lead to a high intercorrel
tion among scores on cognitive ability tests
and a structured interview, An example of
structural equation model is contained :

EIGURE 2.5
Simple Path Model

bles closely matches that which would be
expected, based on the proposed relations
among the variables.

Causal modeling is a powerful tech-
nique because it allows the researcher to
simultaneously test all the relations com-
prising an entire theoretical model. With
correlation and regression analysis, it is
usually possible to test only parts or indi-
vidual segments of a theoretical model. The
use of causal modeling, however, has been
somewhat controversial. Some of these
controversies are technically beyond the
scope of this chapter and are related to
things such as parameter estimation meth-
ods and the assessing model fit. Some,
however, have questioned whether this
technique has been overused, and whether
model tests have been too data driven and
not grounded enough in theory.

Like any statistical technique, causal
modeling is neither good nor bad. If applied
properly, it can be a very useful part of an
organizational psychologist's statistical tool
kit. Generally speaking, causal modeling is
most powerful when the model being tested
has a strong theoretical base, and there is a
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fairly large sample available. It is only at this
point that a researcher has enough insight to
propose the complex set of interrelations
among variables that comprises most causal
models. Thus, it is usually not appropriate to
use causal modeling early in a theoretically
based research program.

Aggregation and Levels of Analysis

A recent trend in organizational psychology
is the exploration of variables at multiple
levels of analysis; that is, researchers have
increasingly become interested in the impact
of variables that are conceptualized not only
at the individual level but also at group and
even organizational levels. Researchers have
also become interested in how variables at
different levels of analysis impact each other.
This latter type of investigation is known as
cross-level analysis.

Exploring multiple levels of analysis
obviously presents researchers with some
important theoretical issues (e.g., Bliese &
Jex, 2002; Chan, 1998; Klein, Dansereau, &
Hall, 1994). However, with these theoretical
considerations come methodological and
statistical considerations as well. Let us first
consider the issue of aggregation. When data
are aggregated, this simply means that one
value is used to represent the unit of aggre-
gation. An example of this would be using
the mean level of job satisfaction within a
work group to represent “group-level satis-
faction.” Note that when a variable is aggre-
gated, all individual differences within the
unit of aggregation are suppressed.

When is it appropriate to aggregate indi-
vidual responses? Generally speaking, re-
searchers must be prepared to justify
aggregation on three different levels. First,
there must be theoretical justification. The
issue here is whether the variable created
through aggregation is theoretically mean-

ingful. In the example provided in the p
vious paragraph, the researcher would ne
to make the case that the average level of j
satisfaction within a work group is a theorn
ically meaningful variable.

If aggregation is theoretically justifie
the researcher must also provide sor
methodological justification for the de
sion to aggregate. The most basic method
logical question a researcher faces has to’
with choosing the unit of aggregation. Mg
researchers would probably find it acce
able to agpregate the responses of a fiv
person: work group whose members ink
act frequently. There would likely be ¥
agreement on this issue if one were to agg
gate the responses of one division of
organization consisting of 100 membe
Unfortunately, there is no hard and fast ru
regarding what is and what is not an app
priate unit of aggregation; ultimately it com
down to the variable one is measuring (Bliese
& Jex, 2002).

A second methodological issue has to _
with the measurement of variables. In man
cases, individual responses are aggregate
because items make reference to responde
perceptions of the unit of aggregation. T
instance, if a researcher were to measure
organizational climate (James & Jon
1974), the items should make reference
the organization and not the individuals
responding. This suggests that researchers
should make the decision to aggregate before
data are collected so items can be reworde
appropriately.

Assuming that aggregating is justifiec
theoretically and methodologically, e
searchers must also be prepared to Justlfy
aggregation statistically. In most instances
in which individual responses are aggre
gated, the researcher is doing so in order t
measure some attribute of the unit of aggre
gation. For example, a researcher may wan

re the level of cohesiveness in a
5t the level of trust within an organi-
such cases, it is incumbent upon
archer o justily aggregation by
g. some statistical evidence of agree-
responses within the unit of aggre-
If respondents within a group do not
i the level of cohesiveness within the
it usually makes little sense to average
-sponses. There are several ways to
¢ interrater agreement, but the most
1tly used method has become the Ty
(James et al., 1984).

ides aggregation, the other major
confronting researchers exploring
e-level issues is statistical analysis.
tresearch investigation, the choice of
‘al analysis is driven by the research
5 n being asked. Thus, in some cases,
alysis of multilevel data is relatively
ightforward. For example, if a researcher
nterested in the relation between
y cohesiveness and group performance,
uld make sense 1o examine the correla-
etween aggregate-level measures of
of these variables. The only drawback
s approach, of course, is that it greatly
es sample size and, hence, statistical
.

other instances, the analysis of multi-
data is more complex because research-
ish to examine the effects of multiple
vels within the same analysis. For example,
earcher may be interested in estimating
elative contribution of individual-level
siis group-level effects. In other cases,
rchers may be interested in exploring
mpact of group- or organizational-level
iables on the relation between individual-
el variables. In still other cases, research-
ay wish to examine the behavior of a
all number of research participants over
ny occasions (e.g., diary studies); such
a are multi-level because individuals are
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nested within time periods or measurement
occasions. Fortunately, statistical procedures
are available to researchers in order to allow
the analysis of data at multiple levels.

To examine cross-level relations, a statis-
tical technique that has become increasingly
popular is random coefficient modeling (Bliese
& Jex, 2002; Byrk & Raudenbush, 1992).
Random coefficient modeling can be used,
for example, to test whether the magnitude
of relations between individual-level varia-
bles (represented by regression coelficients)
differs as a function of some aggregate-level
variable. While bath of these techniques are
very useful, they are also very complex, and
they require the use of special computer
software. However, if used appropriately,
both can help researchers untangle the com-
plexity of multilevel data.

CHAPTER SUMMARY

This chapter explored the methodoelogical
and statistical foundations of organizational
psychelogy. As was shown, organizationai
psychologists have several options when col-
tecting data about behavior in organizations.
These range from simple observation meth-
ods to highly complex quasi-experimental
investigations. The most frequently used
technique, however, is survey research.

In the collection of data in organizations;
several important issues must be considered.
For instance, researchers need to be cogni-
zant of the limitations of self-report measures
and aware of limits on the generalizability of
research fmdings across research settings.
When cross-cultural research is attempted,
researchers must be attuned to issues of lan-
guage and sampling. A more practical issue is
simply gaining access to oOrganizations to
collect research data.

A variety of statistical methods were dis-
cussed that can be used to analyze data once
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they are collected. These range from simple
descriptive statistics to more complex corre-
lation and regression analysis. The choice of
any statistical technique is dictated by the
nature of the question the researcher is
attempting to answer.

In the statistical analysis of data, anum
of tmportant issues must be considered. R
searchers should be aware of the importan
of statistical power and atempt |
maximize it whenever possible. This is p;
ticularly true when researchers are interest

astrating the effect of moderator var-
" mplex statisdcal techniques, stuch
21 modeling, can be useful tools to
tional researchers, provided they
d judiciously and  are hased on
heory. The exploration of multilevel
< become increasingly popular in
ational psychelogy in recent years.
seearchers conducting multilevel analysis

I've always been attracted to the basic tepets of
statistics—the idea that probability can be
used to detect patterns in complex data. What
fascinated me about the area of multilevel
statistics was the idea that researchers and
practitioners could make accurate predictions
about central tendencies of groups even in
cases where the seemingly same data failed
to make accurate predictions for individuals.
In the Army, this meant that we might be able
to predict the average health and well-being of
groups of soldiers (platoons, companies) even
if we could not necessarily predict the well-
heing of individual soldiers in the groups.

1 became interested in this topic area early
in my career when I ohserved a strong cotve-
lation between the average nutcber of hours a
group worked and the average well-being of
the group members. When Ianalyzed the same
data at the level of individual work heurs and
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prepared to justify aggregation, and
Gose the analytical technique that best

. - fts the substantive issue of interest.
individual well-being, 1 observed a much =

weaker relationship. Over the vears, [ noted
that patterns such as those involving work
hours and well-being were common in orga
nizational psychology, and 1 began to explore
the conditions that caused correlations to differ:
across levels (as had many others),

Eventually, this work led me to become
interested in the idea that a variable like work:
hours might actually change meaning when it
was averaged within groups. Up to this time,
the dominant idea had been that variables
maintained the same meaning in both their
individual-level form and their aggregated
form. For an example of a change in meaning;
consider that individual reports of work hours
vary for numerous reasons to include work
requiretnents, desire to get ahead and work
ethic. When the variable is aggregated by aver-
aging across groups, however, individual dif-
ferences wash out, and one is left with a group
mean that reflects work requirements imposed
on the group. In this way, the twe variables
(average group work hours and individual
work hours) have a subtle but important
change in meaning across levels.

What have I learned from all this? T guess
the answer is that taking the time to track down
answers fo questions such as “why do two
correlations differ?” can lead to an entire °
career’s worth of work,

LTC Paul D. Bliese

Commander, U.S. Army Medical Research

Unit-Furope.
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